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Abstract

This paper studies how to filter noisy cross-
lingual sense projections from English to Ben-
gali on the SemEval 2013 (SE13) subset of XL-
WSD. We first obtain an alternative EN—BN
translation (A2) using NLLB-200 and compare
it with the A1l baseline using COMETKiwi
and a small manual evaluation. We then re-
project English BabelNet senses onto Ben-
gali via word alignment and evaluate the pro-
jected tags with three complementary signals:
(i) target-language WSD (Babelfy), (ii) bilin-
gual dictionary evidence (word2word), and
(iii) an LLM validator (Gemma-3-4B-Instruct)
prompted with bilingual context and glosses.
A2 slightly outperforms A1 (0.8488 vs. 0.8189
COMETKiwi); dictionary checks offer broad
coverage and useful negative evidence; target-
side WSD appears precise but sparse; and
the LLM adds flexible context reasoning with
some instability. We discuss trade-offs and
scaling implications for larger pipelines.

1 Introduction

Projecting English senses to a target language
is attractive for bootstrapping sense-annotated re-
sources, but it compounds noise from translation,
alignment, and polysemy. We focus on filtering
projected Bengali (BN) senses after re-running the
pipeline with a stronger A2 translation. Three
lightweight signals—target-language WSD, dictio-
nary evidence, and an LLM verifier—are com-
pared and analyzed for coverage, reliability, and
cost.

Dataset snapshot. On SE13, the English side
contains 1,644 gold sense tokens. After A2 trans-
lation, alignment, and projection, the Bengali side
contains 991 projected sense tokens. Concretely,
we quantify how modest MT gains propagate into
downstream sense projection quality and systemat-
ically compare three post-hoc filters for coverage,
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precision, and cost. The results point to a simple,
scalable recipe: pair a dictionary-first filter with se-
lective WSD/LLM checks for high-value disagree-
ments.

2 Translation Comparison (A1l vs. A2)

We compare Al (Google Translate) with an alter-
native A2 system (NLLB-200).

COMETKiwi (system-level): Al = 0.8189 vs.
A2 =0.8488.

A targeted manual check on ten difficult sen-
tences agreed with COMETKiwi. Typical A2
advantages included more natural named-entity
renderings and consistent Bengali numerals (e.g.,
1990 — 55%0). For example, “U.N.” is transliter-
ated as 36QF by A1l but lexicalized as Gifssreg
by A2, which is preferable for Bengali text. Given
both automatic and manual evidence, we used A2
for downstream alignment and sense projection.

3 Projected Senses and Filtering Signals

After projection, we subjected BN tokens with can-
didate senses to three post-hoc signals.

3.1 Target-Language WSD

We applied a Bengali WSD system (Babelfy) to the
A2 translations. It produced BN synsets for 612
of 6,822 total BN tokens (low coverage). Among
the 991 projected-sense tokens, only 59 matched
WSD; 932 disagreed.

Observations. Where present, WSD often cor-
rected mis-projections arising from misaligned En-
glish tokens or wrong sense choices; however,
sparse coverage limited impact on recall. Illustra-
tive cases:

« QAUAS: WSD — bn:01796836n vs. pro-
jection — bn:00066603n. The WSD sense
fits context; the projection reflects upstream
alignment error.
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* HIBY: WSD —  bn:00009656n
while projections included
bn:00030015n/bn:00009654n. Dictio-

nary/gloss checks and manual inspection
favor the WSD reading.

3.2 Bilingual Dictionary Evidence

We next checked whether each aligned EN-BN
pair is attested in a bilingual lexicon (word2word).
Of the 991 projected-sense tokens, 481 pairs were
attested and 510 were not.

Observations. This signal flagged many suspicious
alignments at low computational cost and with far
greater coverage than WSD. It also produced some
false negatives when lemma/inflection or sense
granularity mismatched (e.g., ACHT <+ “confer-
ence” occasionally missed), but reliably rejected
clearly spurious links (e.g., QMBI <+ “posturing”,
O < “recrimination’).

3.3 LLM-Based Verification

Finally, we prompted Gemma-3-4B-Instruct with
bilingual context and the projected sense gloss, ask-
ing for a binary decision. The model accepted 493
and rejected 498 of the 991 candidates.

Observations. The LLM handled pragmatics and
local context, but showed sensitivity to prompt
phrasing and some run-to-run variability. It occa-
sionally disagreed with dictionary-backed plausi-
ble pairs (e.g., “group” — &I, “plan” — 2Af3-
JFAT) by being conservative about morphology or
sense granularity. Overall it is a useful tie-breaker,
best combined with symbolic signals.

4 Aggregate Picture

Core statistics

English gold sense tokens (SE13) 1,644
Projected Bengali sense tokens 991
COMETKiwi (A1) 0.8189
COMETKiwi (A2) 0.8488

Filtering outcomes on 1,340 projected tokens

Target-side WSD: agree 59
Target-side WSD: disagree 932
Dictionary: attested 481
Dictionary: not attested 510
LLM: accept 493
LLM: reject 498

Table 1: Headline results for translation comparison
and filtering.

5 Discussion

What each signal contributes. WSD offers
high-precision corrections when available but suf-
fers from low BN coverage. Dictionary evidence
scales well, catches many egregious links, and is
the most reliable single filter in coverage vs. cost.
The LLM adds flexible contextual reasoning, help-
ing in ambiguous contexts, but introduces instabil-
ity and latency.

Why A2 helps. Even a modest translation im-
provement reduces alignment noise (fewer lit-
eral transliterations, more natural numerals and
named entities), directly lowering projection er-
rors. COMETKiwi and manual checks confirm the
expected—but small—gain.

Persistent error modes. Three issues remain
salient: (i) function-word alignments leaking into
content decisions; (ii) polysemy on the EN side
when projection is forced to pick or skip; (iii) mor-
phology on the BN side (e.g., case/clitics) confus-
ing both lexicon lookups and LLM judgments.

6 Scaling and Feasibility

For much larger datasets, dictionary checks are the
most scalable first-pass filter. LLM verification
should be selective (e.g., only on pairs flagged by
WSD or dictionary), with caching to reduce vari-
ance. Target-side WSD becomes more impactful
as coverage improves (e.g., richer BN sense inven-
tories). Batch MT and alignment are trivially par-
allelizable.

7 Conclusion

A2 translation (NLLB-200) modestly improves
over Al and yields cleaner projections. Among
filters, bilingual dictionary evidence provides the
best coverage—precision balance; target-language
WSD offers precise but sparse confirmations; and
LLM verification contributes contextual nuance
with some instability. In practice, a staged filter—
dictionary first, WSD when available, and LLM
only on disagreements—offers a cost-effective
path to higher-quality projected BN sense tags. A
simple ensemble rule (accept if dictionary or WSD
agrees; consult LLM only otherwise) can further
tighten precision at a modest recall cost without
heavy engineering. The overall recipe is broadly
applicable to related Indic targets with minimal
changes (script-aware tokenization, lemmatization,
and dictionary coverage).
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A Manually Evaluated Examples (10)

Legend: Better = 0 (tie), 1 (A1), 2 (A2).

English Al (BN) A2 (BN) Better Manual “Gold” (BN)
English and Teletovic were the main 38fePt QIR GfIGISE A TH- AT AT 1T 3T @ GETGB- 0 &AVF AT CIEF dSb-20 &R JA
scorers of the 1820 at the end of the TIIIT CTF 18-20 O A4 (T~ fBF db-20 A AT NI - A o 3T @ GreTelfes
first period. [ o) ([GRN! |
However, Pnini and Eidson, the best O, SItAd Wit 1T fAfF @32 30 s ol meg G AT s Wids- 2 oW, oo wew o fafw
on their team, did not give up and tried ¥ RIS RGN QIR I FeI@ I o1 =G a3 foF Awcsa 8 WIZGHF 3 BICgay a3g f3-
to keep their team alive from the three- FOq-SIGITBR #2F (-0-7777) A T (A OIOR Wl B Al- D AR QAT & IR TN
point line (70-77). Jifoca ara &8 sEfEEE| I BB FEE (90-99) | fofse A1 G = (q0-44)
I
Wall Street closes without momen- ST 5G5 IfS 2GR I% oW T, ST PZBP IFH @ Oz, TARK - 1 SN 3@ 85 TAE@T FIRCT
tum, slowed by a strengthening dollar. QB SN Tefrg T N7 =@ TCm S 2w va 355 e
T[T IF AR
Technology securities have thereby &Jre Sfeeffbal ag gr ﬁ?g ERUzIS) Sifeeiaibe ag oo - 0 T B A SfeefabecE -
lost some ground. = 2Ifdccs| g T 2R @ | 261 SRS 2R |
American companies walked away JWRPE g 10 b faers- fFa @renfRem famm soft 2 5oft Regpo evar wug @ -
with stakes in just two of the 10 auc- J& CH@T F& 7oz W R ovcag Ju Fa 73foce o i Bre ST e wIEEs| @l
tioned fields. BCT (IR | BT (IR | NS HEm |
The only one that submitted a bid lost. Q9FF@ @ QFT [T ot Pzl TI@ IF AT B e 0 @ 9TTw AfSSAG v o= -
o @@ e | @, SR @@ ¢tz |
Bank of America had raised some T WH WP FASIEN AT TR WERD [FIRFE@ABI- 0 INFT W@ AR FAoiBIe
USD 19 billion from investors 00000 VR I RINGESFINTRT ¢ I (A AT o5 [ferma serg AR T RS se
through convertible loans. F1g A g 19 Rfeme Teng siz- 419 19 dEE | QI A Sy Rfeme ofFe seg
o7 SRS STREE IR |
But that is not likely to be the last oI aft 35cs ¥ <=7 3 >I@1- g 93 R @biE I FAT a7 | 2 g Raafo e ofts e st ze-
word on the issue. ECIRGET] [T RT3 |
It wasn’t a chance discovery. aft @36 Jrrst Wi fE=an abr @9 gEbar a7 | 0 aft sorT @i wnfise e
v
The first is Latin America’s faily @D 2 o7 WIHRBIN @G- YWD 2! IS Ao @1 0 &I, SIS WIHfpIa @ 2w
sunny mood. It Surems e SR @ | IR FEO |

Table 2: Ten manually evaluated examples. “Better”: 0

=tie, 1 = Al,2=A2.
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